
1528 IEEE TRANSACTIONS ON INDUSTRIAL INFORMATICS, VOL. 21, NO. 2, FEBRUARY 2025

Reinforcement Learning-Based Event-Triggered
Optimal Control of Power Systems With Control

Input Saturation
Zhou Gu , Senior Member, IEEE, Ruiyan Cao , and Engang Tian , Senior Member, IEEE

Abstract—In this article, a reinforcement learning (RL)-
based event-triggered guaranteed cost control (GCC) is de-
veloped for power systems with control input saturation
(CIS). An event-triggered mechanism with a balance fac-
tor is developed to optimize both control performance of
power systems and computation efficiency. To obtain an
online solution to the corresponding modified Hamilton–
Jacobi–Bellman equation for the power system, a critic
neural network is employed. In contrast to RL-based meth-
ods employing dual-network setups, the single neural net-
work not only conserves computational resources but also
eliminates the need for an initial admissible control. For
accelerating convergence toward optimal solutions, a new
adaptive weight tuning law is constructed. Control perfor-
mance of power systems with CIS and limited computation
power is ensured by the proposed RL-based optimal GCC
strategy. Simulation results validate the effectiveness of the
proposed methodology.

Index Terms—Event-triggered mechanism, power sys-
tems, reinforcement learning (RL).

I. INTRODUCTION

CURRENTLY, the power system is advancing toward intel-
ligence, with renewable energy assuming a progressively

vital role. However, its inherent instability and intermittent
nature pose significant challenges. The integration of renewable
energy on a large scale may lead to grid frequency fluctuations
and voltage instability, thereby increasing operational risks in
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the power system [1]. Consequently, precise control of the syn-
chronous generator system (SGS) becomes imperative to main-
tain the system’s stability [2]. This control mechanism not only
mitigates the potential for power outages and disruptions but
also guarantees a dependable power supply within the system,
ensuring users receive uninterrupted and stable power services.

The inherent complexity of SGSs systems, characterized by
their nonlinear and dynamic attributes [3], poses challenges
for conventional control techniques. Reinforcement learning
(RL) addresses this challenge by leveraging system states and
performance, enabling dynamic calibration and optimization of
control strategies in response to system fluctuations and external
perturbations. In contrast to conventional methods, RL demon-
strates superior adaptability to diverse operational conditions,
thereby facilitating precise control and enhancing the reliability
and stability of SGSs. Recently, numerous RL-based [4], [5],
[6] and ADP-based algorithms [7], [8], [9] have been devised
to tackle the optimal control problem. For instance, in [8], the
hybrid iteration method that combines both policy iteration and
value iteration is developed. This approach mitigates the need
for an admissible control policy (ACP) and achieves more rapid
convergence to the optimal solution compared to sole reliance on
value iteration. Meanwhile, the incorporation of both robustness
and optimality within nonlinear control has attracted significant
attention from numerous researchers [10], [11]. In [12], robust
off-policy RL-based method was adopted to address nonlinear
two-player Stackelberg game problem amid the existence of
external perturbations. A novel RL-based approach was in-
vestigated in [13] to ensure the stability of dynamic systems
facing unmatched uncertainties. This is achieved through the
construction of an auxiliary system, facilitating the derivation
of an optimal control law simultaneously.

Recently, event-triggering mechanism (ETM) has been
widely used in the control field, which aims to reduce commu-
nication frequencies while maintaining adequate control perfor-
mance, thereby lowering hardware requirements and conserving
computing resources within control systems [14]. The releasing
packets are selected from the sampling packets balancing the
control and network bandwidth/computation power requirement
by constructing a novel ETM in [15] and[16]. In [17] and[18],
the authors extended the results of existing static ETMs through
dynamically updating the threshold, enhancing triggering ef-
ficiency. Nevertheless, formulating an efficient ETM within
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the RL framework poses significant challenges. While some
scholars have initiated a preliminary exploration of RL-based
event-triggered mechanisms, for example, an RL-based method
in [19] employing ETM was devised to address challenge of
zero-sum game in systems with partial unknowns, by which
it reduces computational complexity while ensuring bounded
states and neural network weight errors. Currently, numerous
ETM designs based on RL utilize threshold values formulated
as absolute error, such as in [20] and [21]. It is demonstrated
that ETMs employing absolute error threshold exhibit limited
adaptability. Moreover, it is hard to find a suitable threshold
for the system with distinguished different states. Therefore,
exploring alternative ETMs for nonlinear systems becomes
necessary, leveraging insights from existing results for linear
systems [22]. To our understanding, research in this area under
the RL framework remains limited, thus motivating the current
investigation in this study.

The control input of the SGS often faces limitations stemming
from electromagnetic or mechanical constraints [23]. Tradi-
tional control methodologies, especially those based on the
linear systems theory, often struggle to address these challenges
effectively. Control input saturation (CIS) is among these issues.
Failure to adequately address CIS within SGSs can readily lead
to degradation of system performance, and in severe cases, in-
stability [24]. RL, known for its robust optimization and control
capabilities, offers a solution for effectively handling the CIS
problem. In [25], asymmetric actuator saturation was investi-
gated by employing novel policy iteration within the structure
of RL. Qin et al. [26] investigated an RL-based control strat-
egy for systems with CIS and collision avoidance constraints.
An optimal tracking control scheme that combines admittance
adaptation and method was developed in [27] for robot systems
encountering environmental interaction and actuator saturation.
Therefore, under the RL-based method, the control input is
optimized while prioritizing system stability, ultimately max-
imizing the performance of the SGS, thereby enhancing system
reliability, which stands as another crucial motivation driving
our research endeavor.

Building on the aforementioned analysis, this article centers
on event-triggered guaranteed cost control (GCC) for SGSs with
CISs under the RL framework. The contributions of this study
can be outlined as follows

1) The relative ETM that unifies the ETMs for linear and
nonlinear systems is developed to handle the huge load
of the computation. In contrast to the traditional ETM
in absolute form, the proposed relative ETM is more
reasonable for the practical application. Furthermore, the
proposed ETM is incorporated with the balance factor to
balance the control and computation efficiency.

2) Compared with the RL-based control method in [28],
which utilizes a dual-network setup, our approach em-
ploys a single neural network to conserve computational
resources. In addition, an extra term is integrated into the
weight tuning law to reduce the necessity of ACP and
accelerate convergence toward the optimal solution.

3) Different from most of the existing works, such as in [29],
the optimal control policy in this study considers both the
limited computation power and the CIS for SGSs.

The rest of this article are organized as follows. Section II
presents the system description. Section III presents the transfor-
mation from robust GCC problem into optimal control problem
for SGSs and introduces the event-based control design for the
SGSs. In Section IV, the implementation of neural network, the
main results of the RL-based algorithm and stability analysis
under ETM are presented. The simulation conducted in Sec-
tion V verifies the effectiveness of the proposed method. Finally,
Section VI concludes this article.

Notations: Rm denotes Euclidean space comprised of m-
dimensional vectors. Rm×n is space of matrix is m× n-
dimensional. T represents matrix transposition, which is trans-
pose. λmin and λmax state the least and largest eigenvalue of
matrix, respectively. max(·) means the largest one in all ele-
ments. The operation {x|Q}means {x|Q} = xTQx. Let A (Q)
represent the set composed of all ACP, where Q is a compact
set belongs to Rm. ‖ · ‖ refers to the 2-norm of vector or the
matrix. ∇(·) represents the gradient operator with respect to the
variable x ∈ Rm.

II. SYSTEM DESCRIPTION

Consider an SGS with the following model [3], [30]:⎧⎨⎩
δ̇ = ω
ω̇ = − D

2Hω +H(TGμ− TGKGω − Pe)

Ė ′
q = −σ xs

x′
s
E ′

q + σpcos(δ) + σEf

(1)

where H= ωs

2H , Pe = (Vs
xs

x′
s
E ′

q − Vspcos(δ)) sin(δ)/xs, p =
xd−x′

d

x′
s
Vs, σ = 1

T ′
d0

, x′s = xT + xL + x′d, xs = xT + xL + xd,
and the rest parameters with their own physical meanings are
the same as those in [30].

Following the transformation method in [30], the SGS in (1)
can be represented as{

ẋ1 = x2

ẋ2 = �+H(u − w̃ sin(x1 + δ0))
(2)

where x1 = δ − δ0, x2 = ω, �=−ζ̃x2−ψ( 1
2 sin(x1) cos(δ0)−

sin2(x1
2 ) cos(δ0)), ζ̃ = D

2H +HKGTG, ψ = 2HVs

xs
Eqs, H=

ωs

2H , u = TGμ, and δ0, and Eqs denote the steady-state values
of the rotor angle, electromagnetic field. w̃ = Vs

xs
(E ′

q − Eqs)

denotes the unknown internal dynamic satisfying ˙̃w = −σw̃ +
γ sin2(x1

2 ) cos(α) + γ
2 sin(x1) sin(α), where γ = σpVs

xs
, re-

spectively.
In this study, the CIS is assumed to satisfy

|u(t)| < ū (3)

where ū > 0.

Define x(t) =

[
x1

x2

]
, f(x(t)) =

[
x2

�

]
, G =

[
0

H

]
, 
(x) =

−w̃ sin(x1 + δ0), and Δ�(x(t)) = G
(x), then the SGS in (2)
is modeled by

ẋ(t) = f(x(t)) +Gu(t) + Δ�(x(t)). (4)

After taking into account electromagnetic and mechanical
features in SGSs, 
(x) in �(x(t)) is assumed to satisfy

‖
(x)‖ ≤ 
M (x) (5)

Authorized licensed use limited to: Anhui Polytechnic University. Downloaded on February 07,2025 at 08:58:38 UTC from IEEE Xplore.  Restrictions apply. 



1530 IEEE TRANSACTIONS ON INDUSTRIAL INFORMATICS, VOL. 21, NO. 2, FEBRUARY 2025

where 
M (x) is a known bounded function.

III. EVENT-BASED OPTIMAL CONTROL OF SGSS WITH CIS

Here, our focus is on developing an optimal control method
to tackle the issue of CIS and an ETM to mitigate limited
communication resource for the control of SGSs.

A. Optimal GCC of SGSs With CIS

For convenience of optimal GCC design, we first consider the
following nominal SGS by letting Δ�(x(t)) equal to 0 in (4)

ẋ(t) = f(x(t)) +Gu(t). (6)

Addressing the challenge of CIS in SGSs, we introduce the
following cost functions that are crucial in the design of optimal
GCC:

V(x,u) =

∫ ∞

t

e−ξ(ι−t)U(x(ι),u(ι))dι (7)

J(x,u) =

∫ ∞

t

e−ξ(ι−t)(ζ
2
M (x) +U(x(ι),u(ι)))dι (8)

where U(x,u) = Q(x) + Bu(u) with Q(x) = {x|Q} and

Bu(u) = 2ū
∫ u(t)

0
arctanh

( v
ū

)
dv. (9)

In (7) and (8), ξ > 0 is a discount factor, ζ ≥ 1, and matrix
Q > 0. In subsequent discourse, for simpleness’s sake, a tanh is
a shorthand for the function arctanh.

Theorem 1: The SGS (4) subject to CIS in (3) is uniformly
ultimately bounded (UUB) if there exists a functional V(x) > 0,
which is continuously differentiable that satisfies

(∇V(x))TG = −2ūatanh(u(x)/ū) (10)

ζ
2
M (x) +U(x,u)− ξV(x)

+ (∇V(x))T (f(x) +Gu(x)) = 0 (11)

where V(x) = 0 only if x = 0.
Proof: Consider the Lyapunov functional (L-functional)

V(x) > 0. Inspired by [7], and the u(x) is admissible, then we
assume: |V(x)| ≤ ΛM and ‖∇V(x)‖ ≤ ΘM , whereΛM andΘM

are positive constant.
Combining (10) and (11), and deriving L-functional V(x)

along (4) yield that

V̇(x) = −ζ
2
M (x)− {x|Q} − Bu(u)

+ ξV(x)− 2ūatanh(u(x)/ū)
(x). (12)

Utilizing integration by parts method, the Lagrange mean
value theorem to (9), and altering (12) involves the addition and
subtraction of 
(x)T
(x), for m ∈ (0, atanh(u/k)), we have

V̇(x) ≤ −ζ
2
M (x)− {x|Q}+ ξV(x)

+ 2ū2atanh(u(x)/ū)(m tanh2(m)) +
(x)T
(x)

− ‖ūatanh(u(x)/ū) +
(x)‖2. (13)

Then, recalling (5) and (13) yield that

V̇(x) ≤ − (ζ − 1)
2
M (x)− {x|Q}+ 1

2
‖G‖2Θ2

M + ξΛM

− ‖ūatanh(u(x)/ū) +
(x)‖2

≤ − λmin(Q)‖x‖2 +
1
2
‖G‖2Θ2

M + ξΛM .

Accordingly, V̇(x) < 0 when

‖x‖ >
√

‖G‖2Θ2
M + 2ξΛM

2λmin(Q)
. (14)

Thus, one can conclude that the SGS (4) subject to CIS is
UUB. �

Subsequently, we deriveV(x) along system (6), and it deduces

V̇(x) = (∇V(x))T (f(x) +Gu(x)). (15)

From (11), it has

V̇(x) = ζ
2
M (x) +U(x,u) + ξV(x). (16)

It can be derived that J(x,u) in (8) is equivalent to

J(x,u) = −e−ξ(ι−t)V(x)|∞ι=t = V(x). (17)

Then, comparing (7) with (8) yields that V(x) = J(x,u) ≥
V(x,u).

Now, it is asserted that the analysis of the nominal SGS (6)
with the cost function (8) using the controller with CIS in (3)
corresponds to the optimal GCC for the SGS in (4) with function
(7), and J(x,u) is bounded below by V(x,u).

Following this, our objective is to develop the control law
of optimal GCC for SGSs. With the aforementioned analysis,
we ought to turn to achieve the minimalization of the lower
bounded cost function J(x,u), then the optimal control law can
be obtained. Thus, the nominal SGSs (6) with the cost function
(8) should be considered. From the cost function in (8) and (17),
it has

V(x) =

∫ T

t

e−ξ(ι−t)(ζ
2
M (x) +U(x,u))dι+ V(x(T )).

(18)

Deriving (18), we obtain

ζ
2
M (x) +U(x,u)− ξV(x)

+∇VT (x)(f(x) +Gu(x)) = 0. (19)

Applying the classic optimal control theory, we define the
following Hamiltonian function:

Ḩ(x,u,∇V) = U(x,u) + ζ
2
M (x)− ξV(x)

+ (∇V(x))(f(x) +Gu(x)). (20)

According to optimality principle proposed by Bellman, the
optimal cost function of the nominal SGS in (6) is V∗(x) =
min

u∈A (Q)
V(x,u), and corresponding Hamilton–Jacobi–Bellman

(HJB) is formulated by

0 = min
u∈A (Q)

Ḩ(x,u,∇V∗(x))
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= {x|Q}+ Bu(u
∗) + ζ
2

M (x)− ξV∗(x)

+ (∇V∗(x))T (f(x) +Gu∗(x)) (21)

with V∗(0) = 0.
From (21), one can get the control law of optimal GCC as

u∗(x) = −ū tanh(
1

2ū
GT∇V∗(x)). (22)

Combining (21) with (22) yields

0 = {x|Q}+ Bu(u
∗) + ζ
2

M (x) + (∇V∗(x))T f(x)

− ξV∗(x)− (∇V∗(x))TGū tanh

(
1

2ū
GT∇V∗(x)

)
(23)

with V∗(0) = 0.
Recalling (17), it is known that J(x,u∗) = V∗(x) by letting

u(x) = u∗(x), indicating that u∗(x) = argminu(x) J(x,u).
Consequently, the control law of optimal GCC for the SGS
in (4) can be derived from the solution of the continuously
differentiable functionV∗(x) in (23) associated with the nominal
SGS in (6).

To decrease the frequency of control input updates, the uti-
lization of an event-triggered mechanism becomes essential
to decrease the computation resource. Subsequently, an event-
triggered GCC strategy will be formulated, building upon the
previously discussed optimal GCC strategy in Section III-A.

B. Event-Based Optimal GCC for SGSs

For convenience of description, we define {sj}∞j=0 with s0 =
0 and j ∈ N as triggering instants; and xj denotes x(sj). With
the aid of ZOH, we have u(x) = u(xj) for t ∈ [sj , sj+1).

Then, the nominal SGS in (6) can be rewritten as

ẋ = f(x) +Gu(xj) (24)

and the control law of optimal GCC in (22) turns to be

u∗(xj) = −ū tanh

(
1

2ū
GT∇V∗(xj)

)
. (25)

The following reasonable assumption is necessary for de-
signing the event-triggered mechanism, which is common for
the RL-based approach and important to ensure the stability of
SGSs.

Assumption 1: There exist a vector Ξ such that ‖u∗(x)−
u∗(xj)‖2 ≤ ‖Ξ(x(sj)− x(t))‖2.

The HJB equation corresponding to (20) is

Ḩ(x,u∗(xj),∇V∗(x))

= {x|Q}+ Bu(u
∗(xj)) + ζ
2

M (x) + (∇V∗(x))T f(x)

− ξV∗(x)− (∇V∗(x))TGū tanh

(
1

2ū
GT∇V∗(xj)

)
with V∗(0) = 0.

The event-triggered mechanism is developed as follows:

tk+1 = min
t>tk

{t|T (t) > 0} (26)

where T (t) = −ϑ{x|Q}+ {ej |Ψ} − ϕ with 0 < ϑ < 1 and
ϕ > 0, ej(t) = x(sj)− x(t) for t ∈ [sj , sj+1), and Ψ =
1
2‖Ξ‖2‖G‖2.

Remark 1: It is noted that the existing results on the ETM for
linear systems employ relative error for threshold design, which
is more reasonable and fit for practical applications. Unlike
the existing ETMs in nonlinear systems with absolute error for
threshold design, such as those in [10] and[21], relative errors
are designed for the threshold in the ETM (26), thereby unifying
the ETM for linear and nonlinear systems.

Theorem 2: Under the ETM in (26), the SGS (4) with the
saturated optimal control law u∗(xj) in (25) is UUB.

Furthermore, the event-based optimal guaranteed cost satis-
fies

V(x,u∗(xj))

≤ V∗(x) +
∫ ∞

t

e−ξ(ι−t)

∫ u∗(xj)

u∗(x(ι))
2ūatan(τ/ū)dτdι

+

∫ ∞

t

e−ξ(ι−t)(∇V∗(x(ι)))TG(u∗(xj)− u∗(x(ι)))dι

+

∫ ∞

t

e−ξ(ι−t)ū2(atan(u∗(x(ι))/ū))2dι. (27)

Particularly, the time-based optimal guaranteed cost satisfies

V(x,u∗(x)) ≤

V∗(x) +
∫ ∞

t

e−ξ(ι−t)ū2(atan(u∗(x(ι))/ū))2dι. (28)

Proof: Under the saturated optimal control law u∗(xj) in
(25), deriving V∗(x) along the SGS (4), we obtain

V̇
∗
(x) = (∇V∗(x))T (f(x) +Gu∗(xj) + Δ�(x)). (29)

Taking into account (21), we can derive

(∇V∗(x))T f(x) = −{x|Q} − Bu(u
∗(x))− ζ
2

M (x)

+ ξV∗(x)− (∇V∗(x))TGu∗(x). (30)

From (5), (22), and (30), (29) is reformulated as

V̇
∗
(x) ≤ − {x|Q} − ‖
(x) + ūatanh(u∗(x)/ū)‖2

+ 2ū2(atanh(u∗(x)/ū))2 + ξV∗(x)

− (∇V∗(x))TG(u∗(xj)− u∗(x)). (31)

According to Assumption 1, we have

(u∗(x)− u∗(xj))TGTG(u∗(x)− u∗(xj))

≤ ‖G‖2‖(Ξ(x(sj)− x(t)))‖2. (32)

Applying Young’s inequality, we have

V̇
∗
(x) ≤ T (t) + ϕ0 + ϕ− (1 − ϑ)‖Q‖‖x‖2 (33)

where ϕ0 = 1
2 (1 + ‖G‖2)Θ2

M + ξΛM .

Recall the ETM in (26), and we knows that V̇
∗
(x) ≤ 0 when

‖x‖2 ≥ ϕ+ ϕ0

(1 − ϑ)‖Q‖ . (34)
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Therefore, the SGS (4) is UUB under the ETM in (26) and the
saturated control law of optimal GCC in (25).

Remark 2: Observing the ETM in (26) and (32) knows that
the utilization of the ETM will degrade the SGS performance,
however, it can greatly save the computation resource. The
parameters ϕ and ϑ in (26) are set to conveniently balance
between the control and the computation efficiency.

Subsequently, we shall analysis the optimal guaranteed cost in
(7) of the SGS under the proposed ETM in (26) and the saturated
optimal control law in (25).

From (7), it has

V(x,u) = V∗(x) +
∫ ∞

t

[U(x,u) + V̇
∗
(x)]dτ.

Under the admissible control law u(x), take the derivative of
V∗(x) along the trajectory of the SGS (4), then we have

V̇
∗
(x) = (∇V∗(x))T (f(x) +Gu(x) + Δ�(x)).

From (30), one can obtain

{x|Q}+ Bu(u(x))

= − ζ
2
M (x) + (V∗(x))TΔ�(x(t))

+ (∇V∗(x))TG(u(x)− u∗(x))

+ ξV∗(x)− V̇
∗
(x) + Bu(u(x))− Bu(u

∗(x)). (35)

Considering (5), (8), and (12), we have

−ζ
2
M (x) + (V∗(x))TΔ�(x(t))

≤ − ‖
(x) + ūatanh(u∗(x)/ū)‖2

+ ū2(atanh(u∗(x)/ū))2. (36)

Combining (35)–(36) follows that

{x|Q}+ Bu(u(x)) ≤ ξV∗(x)− V̇
∗
(x)

+

∫ u(x)

u∗(x)
2ūatanh(τ/ū)dτ

+ (∇V∗(x))TG(u(x)− u∗(x))

+ ū2(atanh(u∗(x)/ū))2. (37)

Integrating both sides of (37) over the interval from t to ∞
and taking into account the optimal guaranteed cost in (7), one
yields inequality (27).

In particularly, if one sets u∗(xj) = u∗(x) for (27), then the
time-based optimal guaranteed cost of the SGS presented in (28)
can be achieved. The proof is completed. �

IV. RL-BASED ALGORITHM AND STABILITY ANALYSIS

In Section III, the event-triggered optimal GCC of SGSs is
designed in Theorem 2. However, the item ∇V∗(xj) in (25)
is hard to obtain. This section presents the development of an
online RL-based algorithm aimed at addressing this challenge.
By training the critic neural network (CNN) shown in Fig. 1,
the optimal cost function can be approximated, and the weight
vector needed in the controller can be obtained. Applying the

Fig. 1. Control diagram of the RL-based SGS.

optimal control theory, the event-based optimal GCC under the
CIS can be implemented such that the SGS is UUB.

A. RL-Based Iteration Algorithm for Event-Triggered
Optimal GCC Implementation

As indicated in Theorems 1, V(x) is continuously differen-
tiable. Then, it can be reconstructed within a compact set Q
using the neural network thanks to its universal approximation
property as follows:

V∗(x) = κ
T
c 
c(x) + ℘c(x) (38)

where κc ∈ Rlc represents the perfect weights, 
c(x) is the
activation function, lc denotes the hidden layer neuron count,
and ℘c(x) stands for the unknown estimated neural network
error.

Then, the saturated optimal control law under ETM in (25)
can be replaced by

u∗(xj) = −ū tanh(Gκc + Jr) (39)

where G = 1
2ūG

T∇
T
c (xj), and Jr = 1

2ūG
T∇℘c(xj).

Remark 3: In this study, a single neural network is employed
to approximate both the cost function and the controller, effec-
tively minimizing the superfluous consumption of computing
resources that would result from constructing another separate
network dedicated to the controller.

The HJB equation in (21) can be rewritten as

Ḩ(x,u∗(x),κc) = {x|Q}+ Bu(u
∗(x)) + ζ
2

M (x)

+ (∇
c(x)
T
κc +∇℘c(x))(f(x) +Gu∗(x))

− ξ(κT
c 
c(x) + ℘c(x)) = 0. (40)

It is a challenge that the weight κc in (38) is unknown. To
address this, the following CNN is built to estimate the cost
function V∗(x):

V̂(x) = κ̂
T
c 
c(x). (41)

Accordingly, the event-triggered optimal saturated control
law in (39) and the HJB equation are approximated by û(xj)
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and ˆ̧H(x, û(xj), κ̂c), respectively,

û(xj) = − ū tanh(G κ̂c) (42)

ˆ̧H(x, û(xj), κ̂c) = {x|Q}+ Bu(û(xj)) + ζ
2
M (x)

+∇
c(x)
T
κ̂c(f(x)+Gû(xj))−ξκ̂T

c
c(x).
(43)

Accordingly, the closed-loop SGS with the approximated con-
trol law of optimal GCC in (42) becomes

ẋ = f(x)−Gū tanh(
1

2ū
GT∇
T

c (xj)κ̂c). (44)

Inspired by [7], the steepest descent algorithm is used to train
the CNN, aiming to minimize Ec, where Ec = 0.5‖ec‖2 with
ec = ˆ̧H(x, û(xj), κ̂c)− Ḩ(x,u∗(x),κc). According to (40), ec
becomes ec = ˆ̧H(x, û(xj), κ̂c). The tuning law of κ̂c is designed
by

˙̂κc = − αcX
2P(Ec)− U (x,u(xj))αsP(Ve) (45)

where αc > 0 and αs > 0 are learning rates; Ve(x) is a contin-
uously differentiable L-functional; and

P(Ec) = χ({x|Q}+ Bu(û(xj)) + ζ
2
M (x) + χT

κ̂c)

P(Ve) = Π∇Ve(x)

Π = 0.5∇
c(xj)Gsech2Z GT

Z =
1

2ū
GT∇
T (xj)κ̂c,X = (1 + χTχ)−1

χ = ∇
c(x)(f(x) +Gû(xj))− ξ
c(x)

U (x, û(xj)) =

{
0, ∇VTe (x)(f(x) +Gû(xj)) < 0
1, else

.

Remark 4: In conventional tuning laws, the admissible con-
trol law is required for training weight vector of the CNN.
However, in practice, it is hard to obtain an admissible control
law. In (45), the incorporation of the sign function U (x,u(xj))
serves to relax the necessity of the requirement for ACP. When
the system is unstable, it will be activated to reinforce training
process of the weights to stabilize system. Otherwise, it defaults
to the conventional tuning law. In facts, the second item in in
(45) is a gradient of V̇e, due to the fact

∂(V̇e)

∂κ̂c
=
∂Z

∂κ̂c

∂(ū∇VTe (x)G tanh(Z ))

∂Z
= P(Ve).

Algorithm 1 clearly showcases the whole RL-based iteration
progress of the weight vector κ̂.

B. Convergence Analysis of the RL-Based SGSs

This section will focus on analyzing the stability of the SGS
and the convergence of the RL-based algorithm.

Defining κ̃c = κc − κ̂c, it follows that

˙̃κc = − αcX
2χ(χT

κ̃c − εcH)

− 1
2
U (x,u(xj))αsΠ∇Ve(x) (46)

Algorithm 1: RL-Based Iteration Algorithm of the Weight
Vector.

1: Initialization: Initialize parameters of the ETM: H ,
ϕ, ϑ; the cost function: Q, ξ, ζ; the learning rates: αc

and αs, and the computation threshold: ø.
2: Output: weight vector κ̂c of CNN.
3: while V̂(x)i+1 − V̂(x)i < ø do
4: ej = x(sj)− x(t);
5: T (t) = −ϑ{x|Q}+ {ej |Ψ} − ϕ;
6: if T (t) > 0 then
7: x(sj) = x;

û(xj) = −ū tanh(G κ̂c);
8: else
9: x(sj) = x(sj−1);

û(xj) = û(xj−1);
10: end if
11: ec = ˆ̧H(x, û(xj), κ̂c);
12: ˙̂κc = −αcX 2P(Ec)− U (x,u(xj))αsP(Ve);
13: i = i+ 1;
14: end while

where εcH = (∇℘c(x))
T (f(x) +Gû(xj)) + ξ℘c(x), which is

assumed to satisfy ‖εcH‖ ≤ λe.
Inspired by [4], we do the following assumption.
Assumption 2: There exists a positive definite matrix

Λ(x) such that (∇Ve(x))
T (f(x) +Gu∗(xj))=−(∇Ve(x))

T

Λ(x)(∇Ve(x)).
Theorem 3: Consider the SGS in (6) with the approximate

optimal saturated control law in (42), the ETM in (26), and the
tuning law in (45). UUB of the closed-loop SGS in (44) and the
weight error system are guaranteed.

Proof: L-functional is constructed as follows:

T(t) = T1(t) + T2(t) + T3(t) (47)

where T1(t) = 1
2αc

κ̃
T
c κ̃c +

αs

αc
Ve(x), T2(t) = V∗(t), and

T3(t) = V∗(xj).
To analysis the stabilities of both the closed-loop SGS in (44)

and the weigh error system of CNN (46). Two cases will be
discussed in the following due to the discontinuity of T3(t):
when t belongs to the interval [sj , sj+1) and when t is equal
to sj .

Case 1: We consider the case that t ∈ [sj , sj+1). The state
in this interval maintains the value at sj , i.e. the event is not
triggered.

In (45), the sign function U (x,u(xj)) is introduced to ex-
pedite the convergence speed of neural network training. For
U (x,u(xj)) = 1, we have the following derivation.

Taking the derivative of T1(t) and considering (39) lead to

Ṫ1(t) =
1
αc

κ̃
T
c
˙̃κc +

αs

αc
V̇e(x)

= �(x) + ūH (D1 − D2 − sech2(G κ̂)G κ̃) (48)

where �(x) = −κ̃
T
c χX 2(χT

κ̃c − εcH) + αs

αc
(∇Ve(x))

T f(x),
H = αs

αc
(∇V T

e (x)G, D1=tanh(Gκ)− tanh(G κ̂), and D2 =
tanh(G κ).
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Using the Taylor expansion to D1 and D2, we have

Ṫ1(t) = �(x) + H [u∗(xj)− ℘u∗ + ūO((G κ̃)2)] (49)

where O(·) is higher order term of the Taylor series and ℘u∗ =
ū(1 − 1

ū2 u
∗(xj))(−Jr)− ūO((−Jr)

2), from which we can
observe that ‖℘u∗‖ ≤ λ℘.

Observing the fact that higher order term O((G κ̃)2) is
bounded by for hyperbolic function tanh

‖O (
(G κ̃)2

) ‖ ≤ C1 + C2‖κ̃c‖ (50)

where Ci(i = 1, 2) are positive constants.
Applying Young’s inequality and noticing (50) together with

1 + χTχ ≥ 1, ‖εcH‖ ≤ λe and ‖℘u∗‖ ≤ λ℘, we have

Ṫ1(t) ≤ − (λ0 − ūC2λ
2
1λ3/λ2)‖κ̃c‖2 +

1
2
λ2
e

− βλ2‖∇Ve(x)‖2 + λ1λ4‖∇Ve(x)‖
where λ0 = 1

2λmin(χχ
T )X 2, λ1 = αs

αc
‖G‖, λ2 = αs

αc
λmin

(Λ(x)), λ3 = 0.25(1 − β)−1, λ4 = λ℘ + ūC1, and β ∈ (0, 1).
Then, we can obtain Ṫ1(t) ≤ 0 when

‖κ̃‖2 ≥ βλ2λ
2
e − λ1λ4 + λ3

1(λ℘ + ūC 2
1 )

2βλ0λ2 − 2ūC2λ
2
1λ3

(51)

or

‖∇Ve(x)‖ ≥ λ1λ4 +
√

λ2
1λ

2
4 + 2βλ2λe

2βλ2
(52)

holds.
From (33), one can obtain

Ṫ2(t) + Ṫ3(t) ≤ T (t) + ϕ0 + ϕ− (1 − ϑ)‖Q‖‖x‖2. (53)

Thus, when states of the SGS violates condition (34)

Ṫ23(t) = Ṫ2(t) + Ṫ3(t) ≤ 0 (54)

and the SGS under the ETM in (26) is UUB.
For U (x,u(xj)) = 0, similar to [4], we have

0 < a‖∇Ve(x)‖ < −(∇Ve(x))
T (f(x) +Gu(xj)) for a > 0.

Hence, we have

Ṫ1 ≤ 1
2
‖εcH‖2 − λ0‖κ̃c‖2 − a‖∇Ve(x)‖

Ṫ23 ≤ T (t) + ϕ0 + ϕ− (1 − ϑ)‖Q‖‖x‖2.

Therefore, given that

‖κ̃‖2 ≥ ‖εcH‖2

2λ0
or ‖∇Ve(x)‖ ≥ ‖εcH‖2

2a

holds, it yields Ṫ1(t) ≤ 0.
Under EMT (26), we have Ṫ23(t) ≤ 0 when state violates

condition (34).
Considering Ṫ1(t) ≤ 0 and Ṫ23(t) ≤ 0, the UUB of the sys-

tems (44) and (46) are obtained when U (x,u(xj)) = 0.
Case 2: We consider the case when t = sj . In this case,

the proof for U (x,u(xj)) = 0 is similar to that when
U (x,u(xj)) = 1. Therefore, our main focus will be on the
latter, outlined as follows:

Fig. 2. Convergence process of the weights.

For the discontinuity of T3(t) at sj , we define ΔTi as the
forward difference. Then, it has

ΔT(t) = ΔT1(t) + ΔT2(t) + ΔT3(t).

In Case 1, we have proved Ṫi < 0, i = 1, 2 for all t ∈
[sj , sj+1). It follows that

ΔTi(t) = T1(lim
δ→0

(t+ δ))− Ti(t) ≤ 0, i = 1, 2. (55)

Inspired by [31], we have

ΔT3(t) = T3(sj+1)− T3(sj) ≤ ς(sj+1 − sj)

where ς(·) denotes class-κ functions.
Based on the aforementioned analysis, systems (44) and (46)

are UUB. �

V. SIMULATION RESULTS

The SGS presented in Section II with the parameters δ0,
KG, Vs, x′d, xd, xT , xL, D, TG, and T ′

d0 set to 1.000, 1.000,
1.000, 0.257, 1.836, 0.127, 0.485, 5.000, 0.200, and 2.000 [30],
respectively, is considered to verify the effectiveness of the
proposed event-triggered RL-based optimal GCC.

The initial state of the SGS is assumed to be x0 = [0.8, 2]T ,
and the control limitation is ū = 2.5(s · r/min/Hz). The pa-
rameters in the cost function are selected as follows: {x|Q} =
100x2

1 + 10x2
2, ζ = 1.1, ξ = 0.6, and
M (x) = |w̃|. The activa-

tion function of the CNN is [x2
1, x

2
2, x1x2, x

3
1, x

2
1x2, x1x

2
2, x

3
2]
T ,

and the weights are given by κ̂ = [κ̂1, κ̂2, κ̂3, κ̂4, κ̂5, κ̂6, κ̂7]
T .

The learning rates are αc = 1.9 and αs = 1.5, respectively. The
initial weights are all set as zero. The parameters in the ETM
(26) are chosen as Ξ = [−10, 100], and ϕ = 0.0001.

Two simulation steps are outlined: initial training phase
to determine CNN weights, followed by performance testing
using these weights. In the training phase, a probing noise,
N = 0.02(sin2(t) cos(t) + sin2(2t) cos(0.1t) + sin2(−1.2t)
cos(0.5t) + sin5(t) + sin2(1.12t) + cos(2.4t) sin3(2.4t)), is

Authorized licensed use limited to: Anhui Polytechnic University. Downloaded on February 07,2025 at 08:58:38 UTC from IEEE Xplore.  Restrictions apply. 



GU et al.: RL-BASED EVENT-TRIGGERED OPTIMAL CONTROL OF POWER SYSTEMS WITH CIS 1535

Fig. 3. Trajectory of event-based states.

Fig. 4. Trajectory of the control input.

introduced in the control input to obtain the persistence of
excitation. Fig. 2 shows the trajectories of the CNN weights,
indicating convergence to their final values of [1.8020, 2.7411,
2.1498, 1.9965, 3.5117, 2.5550,−0.1665]T after around 7 s.

In the second phase, the trained CNN is utilized for stabilizing
the SGS. Under the ETM described in (26) and the RL-based
control law of optimal GCC in (25), the state trajectories of the
SGS are depicted in Fig. 3. It is noteworthy that some items
are modeled as dynamic internal disturbance w̃, which poses
challenges for linear control methods. However, this strategy
effectively addresses this issue. Fig. 4 illustrates the optimal
saturated control input, indicating that the constraints specified
in (3) are satisfactorily ensured by employing the RL-based
control law of optimal GCC as stated in (25). The curves in Fig. 3
clearly show that the proposed event-triggered optimal GCC, in
conjunction with the trained CNN, yields favorable control per-
formance. In addition, the designed ETM optimizes computation

Fig. 5. Triggering interval and triggering instant.

resources, as depicted in Fig. 5. The average triggering period,
0.1353 s, significantly exceeds the nominal sampling period of
0.01 s, demonstrating the efficacy of the ETM in alleviating
computational demands. This underscores the pivotal role of
the ETM for controlling SGSs efficiently.

VI. CONCLUSION

In this article, an RL-based control strategy was investigated
for SGSs subject to CIS. The optimal GCC along with an ETM
was derived within the RL framework. It was evident from
the simulation results that the proposed ETM can extremely
alleviate the burden on computation resources, which was cru-
cial for SGSs, especially those employing RL-based control
systems that demand complex calculation in each control step.
Furthermore, the control performance of SGSs subject to CIS
was ensured by the proposed RL-based optimal GCC. Future
investigations will focus on RL-based SGSs under varying loads,
a more representative scenario for industrial applications.
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